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Abstract
Contemporary graph learning algorithms are not
well-defined for large molecules since they do
not consider the hierarchical interactions among
the atoms, which are essential to determine the
molecular properties of macromolecules. In this
work, we propose Multiresolution Graph Trans-
formers (MGT), the first graph transformer archi-
tecture that can learn to represent large molecules
at multiple scales. MGT can learn to produce
representations for the atoms and group them
into meaningful functional groups or repeating
units. We also introduce Wavelet Positional
Encoding (WavePE), a new positional encod-
ing method that can guarantee localization in
both spectral and spatial domains. Our proposed
model achieves competitive results on two macro-
molecule datasets consisting of polymers and pep-
tides, and one drug-like molecule dataset. Im-
portantly, our model outperforms other state-of-
the-art methods and achieves chemical accuracy
in estimating molecular properties (e.g., GAP,
HOMO and LUMO) calculated by Density Func-
tional Theory (DFT) in the polymers dataset. Fur-
thermore, the visualizations, including clustering
results on macromolecules and low-dimensional
spaces of their representations, demonstrate the
capability of our methodology in learning to
represent long-range and hierarchical structures.
Our PyTorch implementation is publicly avail-
able at https://github.com/HySonLab/
Multires-Graph-Transformer.

1. Introduction
Macromolecules are long-range and hierarchical struc-
tures as they consist of many substructures. While small
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molecules in existing datasets (Ruddigkeit et al., 2012; Ra-
makrishnan et al., 2014; Sterling & Irwin, 2015) comprise
less than 50 atoms connected by simple rings and bonds, this
number in a macromolecule can be dozens or even hundreds.
Substructures such as repeating units and functional groups
are intrinsic parts of macromolecules; they present unique
chemical reactions regardless of other compositions in the
same molecules (Jerry, 1992). Therefore, studying the mul-
tiresolution characteristic of large molecules is imperative to
gain comprehensive knowledge about real-life materials like
polymers or proteins (Schmid, 2022). In recent years, sev-
eral works (Anand et al., 2022; Gaul & Cuesta-Lopez, 2022;
Depta et al., 2022) have been proposed to apply machine
learning algorithms to learn macromolecules at multiple
scales. These approaches, however, rely on thorough fea-
ture selection and extraction, which are inefficient when
learning from large databases of multicomponent materials
(Anand et al., 2022).

Message passing is a prevailing paradigm for designing
neural networks that operate on graph-structured data. Pre-
vious studies (Gilmer et al., 2017; Kipf & Welling, 2016;
Veličković et al., 2018; Corso et al., 2020; Xu et al., 2019b)
have proposed different strategies to perform message pass-
ing on graphs and achieved remarkable results across vari-
ous domains. However, message-passing-dominated graph
neural networks (GNNs) possess several limitations, such
as limited expressiveness capability (Morris et al., 2019;
Xu et al., 2019b), over-smoothing (Chen et al., 2020; Li
et al., 2018; Oono & Suzuki, 2020), over-squashing (Alon
& Yahav, 2021) issues. These two shortcomings hinder
GNNs from making good predictions on long-range and
hierarchically structured data. Furthermore, the molecular
properties of large molecules are formed not only by in-
teractions among atoms within neighborhoods but also by
distant atoms. Therefore, local information is not sufficient
to model macromolecules.

Transformers are classes of deep learning models that lever-
age self-attention mechanisms to handle long-range depen-
dencies in various data domains, such as natural language
processing (Vaswani et al., 2017; Devlin et al., 2019) or
computer vision (Dosovitskiy et al., 2021; Liu et al., 2021).
In graph domains, Transformer-like architectures (Kreuzer
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et al., 2021; Dwivedi & Bresson, 2020a; Rampášek et al.,
2022) have proved their effectiveness in learning node rep-
resentations as they can overcome the over-smoothing and
over-squashing issues by directly measuring the pairwise
relationships between the nodes. Node positional representa-
tions can be derived based on spectral (Dwivedi & Bresson,
2020b; Dwivedi et al., 2022a) or spatial (You et al., 2019; Li
et al., 2020) domains. Most existing spectral-based methods
decompose the graph Laplacian into sets of eigenvectors
and eigenvalues. However, these eigenvectors have sign am-
biguity and are unstable due to eigenvalue multiplicities. On
the other hand, spatial-based approaches compute the short-
est distances among the nodes; however, these encoding
methods do not consider the structural similarity between
nodes and their neighborhoods (Chen et al., 2022).

Our contributions in this are two-fold:

• We design Multiresolution Graph Transformer (MGT)
and Wavelet Positional Encoding (WavePE) to operate
on macromolecules at multiple scales.

• We show the effectiveness of our methodology by re-
porting its superior performance on three molecular
property prediction benchmarks. These datasets con-
tain macromolecules, i.e. peptides and polymers, that
are highly hierarchical and consist of up to hundreds
of atoms. Our model achieves important chemical ac-
curacy in DFT approximation for the polymers dataset.

2. Wavelet Positional Encoding
2.1. Spectral Graph Wavelets

Let A ∈ Rn×n be the adjacency matrix of an undirected
graph G = (V, E). The normalized graph Laplacian is de-
fined as L = In −D−1/2AD−1/2, where In is the identity
matrix and D is the diagonal matrix of node degrees. L can
be decomposed into a complete set of orthonormal eigen-
vectors U = (u1, u2, ..., un) associated with real and non-
negative eigenvalues {λ}n1 . While graph Fourier transform
uses U as a set of bases to project the graph signal from the
vertex domain to the spectral domain, graph wavelet trans-
form constructs a set of spectral graph wavelets as bases for
this projection via:

ψs = UΣsU
T

where Σs = diag(g(sλ1), g(sλ2), ..., g(sλn)) is a scaling
matrix of eigenvalues, ψs = (ψs1, ψs2, ..., ψsn) and each
wavelet ψsi indicates how a signal diffuses away from node
i at scale s; we choose g(sλ) = e−sλ as a heat kernel
(Donnat et al., 2018). Since a node’s neighborhoods can
be adjusted by varying the scaling parameter s (Xu et al.,
2019a), using multiple sets of wavelets at different scales

can provide comprehensive information on the graph’s struc-
ture. It means that larger values of si correspond to larger
neighborhoods surrounding a center node. Figure 2 illus-
trates how wavelets can be used to determine neighborhoods
at different scales on a molecular graph. In this work, we
leverage this property of graph wavelets to generate node
positional representations that can capture the structural
information of a center node on the graph at different reso-
lutions. We employ k diffusion matrices {ψsi}ki=1 in which
each ψsi has a size of n× n, resulting in a tensor of graph
wavelets P ∈ Rn×n×k. Additionally, WavePE is a general-
ized version of RWPE (Dwivedi et al., 2022a) as the random
walk process can be regarded as a type of discrete diffusion.
In the following section, we demonstrate the use of tensor
contractions to generate a tensor of node positional represen-
tations P ∈ Rn×k from P . In general, Fig.1a demonstrates
our wavelet positional encoding method.

3. Multiresolution Graph Transformers
In this section, we present Multiresolution Graph Trans-
formers (MGT), a neural network architecture for learning
hierarchical structures. MGT uses Transformers to yield
the representations of macromolecules at different resolu-
tions. While previous work either neglects the hierarchical
characteristics of large molecules or fails to model global
interactions between distant atoms, our proposed approach
can satisfy these two properties via multiresolution analysis.

Figs. 1b and 1c show an overview of our framework. MGT
consists of three main components: an atom-level encoder,
a module to extract substructures, and a substructure-level
encoder. We use a graph transformer to generate the atomic
embeddings. Then, substructures present in molecules are
extracted by a learning-to-cluster algorithm. The molecular
graph is coarsened into a set of substructures, and we use a
pure Transformer encoder to learn their relations.

3.1. Atom-Level Encoder

To utilize the proposed wavelet positional encoding demon-
strated in Section 2, we leverage the design of the graph
transformer proposed in (Rampášek et al., 2022), which
is a general, powerful, and scalable Graph Transformer
(GraphGPS) for graph representation learning. Let A ∈
Rn×n be the adjacency matrix of a graph with n nodes and
e edges; Xl and El are node and edge features at layer l-th,
respectively. In addition, X0 ∈ Rn×d and E0 ∈ Re×d are
initial atom and bond features embedded in d-dimensional
spaces created by two embedding layers. The wavelet po-
sitional vectors p ∈ Rn×k are fed to an encoder (e.g., a
feed-forward neural network or a linear transformation),
yielding a tensor of positional features P ∈ Rn×dp . We
let X0 := concat(X0,P) to produce new node features
X0 ∈ Rn×(d+dp). From here, we define d := d + dp,
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Figure 1. Overview of Wavelet Positional Encoding (WavePE) and Multiresolution Graph Transformer (MGT). a) k diffusion matrices
of size N ×N are stacked together to produce a wavelets tensor with size N ×N ×K which are contracted by equivariant encoding
methods to yield a tensor of positional representation N × k. b) Atomic representations are derived by passing the molecular graph
augmented with positional features through L GPS layers. c) A macromolecule is decomposed into several substructures in which the
features are aggregated from the atom-level outputs, resulting in a set of substructures that are moved to a Transformer encoder.
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Figure 2. Visualization of some of the wavelets with scaling pa-
rameters on the Aspirin C9H8O4 molecular graph with 13 nodes
(i.e. heavy atoms). The center node is colored yellow. The colors
varying from bright to dark illustrate the diffusion rate from the
center node to the others, i.e. nodes that are closer to the center
node have brighter colors. Low-scale wavelets are highly localized,
whereas the high-scale wavelets can spread out more nodes on the
molecular graphs

and for convenience, the output dimensions of all layers are
equal to d.

Each layer of GraphGPS uses a message-passing neural
network (MPNNl) to exchange information (i.e., messages)
within the neighborhood and a self-attention layer (SAl)
described in Eq. (18) to compute global interactions among
distant nodes:

Xl+1
L ,El+1 = MPNNl(Xl,El,A) (1)

Xl+1
G = SAl(Xl) (2)

Xl+1 = FFNl(Xl+1
L + Xl+1

G ) (3)

where Xl+1
L and Xl+1

G are node local and global represen-
tations; they are unified into Xl+1 via Eq. 3. Popular
techniques such as Dropout (Srivastava et al., 2014) and
normalization (Ioffe & Szegedy, 2015; Ba et al., 2016) are
omitted for the sake of clarity. By feeding the molecular

graph through L layers, we attain two tensors Xa := XL

and Ea := EL indicating the node and edge embeddings,
respectively.

3.2. Learning to Cluster

In this work, we use a message-passing neural network aug-
mented with differentiable pooling layers (Ying et al., 2018;
Hy & Kondor, 2023) to cluster the atoms into substructures
automatically:

Z = MPNNe(Xa,Ea,A) (4)
S = Softmax(MPNNc(Xa,Ea,A)) (5)

where MPNNe and MPNNc are two-layer message-passing
networks that learn to generate node embeddings (Z ∈
Rn×d) and a clustering matrix (S ∈ Rn×C), respectively; C
denotes the number of substructures in molecules. A tensor
of features Xs ∈ RC×d for the substructures is computed:

Xs = ST Z (6)

This learning-to-cluster module is placed after the atom-
level encoder. Intuitively, atom nodes updated with both
local and global information should be classified into accu-
rate substructures.

3.3. Substructure-level Encoder

Given a set of substructures Vs with a tensor of features
Xs ∈ RC×d, we forward Xs to L conventional Transformer
encoder layers (Vaswani et al., 2017) to capture their pair-
wise semantics:

Hl+1
1 = Norm(SAl(Hl) + Hl) (7)

Hl+1 = Norm(FFN(Hl+1
1 ) + Hl+1

1 ) (8)
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Figure 3. Examples of two macromolecules. a) An example of a
peptide that consists of many functional groups. b) An example of
a polymer that consists of many repeating units

where SA refers to (multi-head) self-attention described in
Eq. (18), and H0 is equal to Xs. Additionally, we add a
long-range skip connection to alleviate gradient vanishing
as:

Hs = FFN(concat(H0,HL)) (9)

Hs ∈ RC×d is the output indicating the representations
for the substructures. Finally, we aggregate all C vectors
hs ∈ Hs to result in a unique representation z ∈ Rd for
the molecules (refer to Section C.2), before feeding it to a
feed-forward network to compute the final output y ∈ Rc

for property prediction:

z = ζ({hs}Cs=1) (10)
ŷ = FFN(z) (11)

4. Experiments
We empirically validate our proposed approach in two
types of macromolecules including peptides and poly-
mers. Figure 3 illustrates two examples of macromolecules
in the datasets. Our PyTorch implementation is pub-
licly available at https://github.com/HySonLab/
Multires-Graph-Transformer.

4.1. Polymer Property Prediction

Experimental Setup We use a polymer dataset proposed
in (St. John et al., 2019). Each polymer is associated with
three types of density functional theory (DFT) (Hohenberg
& Kohn, 1964) properties including the first excitation en-
ergy of the monomer calculated with time-dependent DFT
(GAP), the energy of the highest occupied molecular or-
bital for the monomer (HOMO), and the lowest unoccupied
molecular orbital of the monomer (LUMO). The dataset is
split into train/validation/test subsets with a ratio of 8:1:1,
respectively. For training, we normalize all learning targets
with a mean of 0 and a standard deviation of 1.

Results As shown in Table 1, our MGT models achieve
the lowest MAE scores across three properties. In addi-
tion, WavePE can attain comparable results with LapPE

and RWPE for this task. We observe that the vanilla Trans-
former has the poorest performance. This demonstrates
that computing global information without the awareness
of locality is not sufficient for macromolecular modeling.
As described in Section 3, MGT is an extended version
of GPS. In particular, a learning-to-cluster module and a
substructure-level Transformer encoder are extensions to
GPS. The better performance of MGT, as a result, indicates
that our methodology in modeling hierarchical structures is
appropriate and reasonable.

There are two important benchmark error levels: (1) “DFT
error”, the estimated average error of the DFT approxima-
tion to nature; and (2) “chemical accuracy”, the target error
that has been established by the chemistry community. Esti-
mates of DFT error and chemical accuracy are provided by
(Faber et al., 2017). Our model is the only one to achieve
the chemical accuracy for all the three molecular properties.

4.2. Peptides Property Prediction

Experimental Setup We run experiments on two real-
world datasets including (1) Peptides-struct and (2) Peptides-
func (Dwivedi et al., 2022b). The two datasets are multi-
label graph classification problems and share the same pep-
tide molecular graphs, but with different tasks. While the
former consists of 10 classes based on peptides function,
the latter is used to predict 11 aggregated 3D properties
of peptides at the graph level. For a fair comparison, we
follow the experimental and evaluation setting of (Dwivedi
et al., 2022b) with the same train/test split ratio. We use
mean absolute error (MAE) and average precision (AP) to
evaluate the method’s performance for Peptides-struct and
Peptides-func, respectively.

Results Table 2 shows that our proposed MGT + WavePE
achieves the best performances in two peptide prediction
tasks. In addition to WavePE, MGT + RWPE also attains
the second-best performances. The superiority of WavePE
to RWPE can be explained as mentioned in Section 2 that
WavePE is a generalized version of RWPE. In particular, our
proposed MGT outperforms all the baselines in the Petides-
func task by a large margin and decreases the MAE score to
less than 0.25 in the Petides-struct task.

5. Conclusion
In this paper, we introduce a novel architecture, Multiresolu-
tion Graph Transformer (MGT), and a new atomic positional
encoding named WavePE that is based on multiresolution
analysis and wavelet theory. We have shown competitive
experimental results on two macromolecule datasets of poly-
mers and peptides. We believe our model and implementa-
tion will certainly advance the field of DFT approximation
for large-scale molecular structures.
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A. Additional Tables

Table 1. Experimental results on the polymer property prediction task. All the methods are trained in four different random seeds and
evaluated by MAE ↓. Our methods are able to attain better performance across three DFT properties of polymers while having less
number of parameters. All the properties are measured in eV.

Model No. Params Property

GAP HOMO LUMO

DFT error 1.2 2.0 2.6
Chemical accuracy 0.043 0.043 0.043

GCN 527k 0.1094 ± 0.0020 0.0648 ± 0.0005 0.0864 ± 0.0014
GCN + Virtual Node 557k 0.0589 ± 0.0004 0.0458 ± 0.0007 0.0482 ± 0.0010
GINE 527k 0.1018 ± 0.0026 0.0749 ± 0.0042 0.0764 ± 0.0028
GINE + Virtual Node 557k 0.0870 ± 0.0040 0.0565 ± 0.0050 0.0524 ± 0.0010

GPS 600k 0.0467 ± 0.0010 0.0322 ± 0.0020 0.0385 ± 0.0006
Transformer + LapPE 700k 0.2949 ± 0.0481 0.1200 ± 0.0206 0.1547 ± 0.0127

MGT + LapPE (ours) 499k 0.0378 ± 0.0004 0.0270 ± 0.0010 0.030 ± 0.0006
MGT + RWPE (ours) 499k 0.0384 ± 0.0015 0.0274 ± 0.0005 0.0290 ± 0.0007
MGT + WavePE (ours) 499k 0.0387 ± 0.0011 0.0283 ± 0.0004 0.0290 ± 0.0010

Table 2. Results on peptides property prediction

Model No.Params Peptides-struct Peptides-func

MAE ↓ AP ↑
GCN 508k 0.3496 ± 0.0013 0.5930 ± 0.0023
GINE 476k 0.3547 ± 0.0045 0.5498 ± 0.0079
GatedGCN 509k 0.3420 ± 0.0013 0.5864 ± 0.0077
GatedGCN + RWPE 506k 0.3357 ± 0.0006 0.6069 ± 0.0035

Transformer + LapPE 488k 0.2529 ± 0.0016 0.6326 ± 0.0126
SAN + LapPE 493k 0.2683 ± 0.0043 0.6384 ± 0.0121
SAN + RWPE 500k 0.2545 ± 0.0012 0.6562 ± 0.0075

MGT + LapPE (ours) 499k 0.2488 ± 0.0014 0.6728 ± 0.0152
MGT + RWPE (ours) 499k 0.2496 ± 0.0009 0.6709 ± 0.0083
MGT + WavePE (ours) 499k 0.2453 ± 0.0025 0.6817 ± 0.0064

B. Implementation Details
B.1. Multiresolution Graph Transformer

In this section, we elaborate on the architecture and hyperparameters used to train and evaluate our MGT to achieve the
above numerical results. Table 3 show details of the hyperparameters used for MGT in all the experiments. In particular, we
use the atom and bond encoder modules provided by OGB (Hu et al., 2021) to attribute the molecular graph. We use two
GPS layers to compute the atom-level representations and two Transformer layers for calculating the substructure-level
representations. For learning to cluster, we use a 2-layer message-passing network to compute Z and S mentioned in Eq. (4)
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(5) as follows:

Z1
a,E

1
a = GatedGCN1(Xa,Ea,A) (12)

Z1
a = Batchnorm(ReLU(Z1

a)) (13)

Z2
a,E

2
a = GatedGCN2(Z1

a,E
1
a,A) (14)

Z2
a = Batchnorm(ReLU(Z2

a)) (15)

Z = concat(Z1
a,Z

2
a) (16)

Z = FFN(Z) (17)

S is computed similarly with an auxiliary Softmax operation on the output to produce a probabilistic clustering matrix.

Table 3. The hyperparameters for MGT

Hyperparameters Values

No. Epoch 200
Emb Dim 84
Batch size 128
Learning rate 0.001
Dropout 0.25
Attention Dropout 0.5
Diffusion Step (K) [1, 2, 3, 4, 5]
No. Head 4
Activation ReLU
Normalization Batchnorm
No. Cluster 10
λ1 0.001
λ2 0.001

B.2. Baselines used in Polymer Property Prediction

Table 4 shows the implementation of the baselines we used in the polymer experiments. All the models are designed to
have approximately 500 to 700k learnable parameters. For fair comparisons, all the models are trained in 50 epochs with a
learning rate of 0.001 and batch size of 128.

Table 4. The detailed settings of baselines for polymer property prediction

Model No. Layer Embed Dim No. Params

GCN 5 300 527k
GCN + Virtual Node 5 156 557k
GINE 5 156 527k
GINE + Virtual Node 5 120 557k
GPS 3 120 600k
Transformer + LapPE 6 120 700k

C. Background
C.1. Notation

A molecule can be represented as an undirected graph in which nodes are the atoms and edges are the valency bonds between
them. In paticular, we refer to a molecular graph as G = (V, E ,A,X,P,Vs), where G is an undirected graph having V
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(|V| = n) and E as sets of nodes and edges respectively; also, A ∈ Rn×n is the graph’s adjacency matrix. When a graph is
attributed, we augment G with a set of node feature vectors X = {x1, ..., xn}, xi ∈ Rd and a set of node positional vectors
P = {p1, ..., pn}, pi ∈ Rp. These two types of attributes are stored in X ∈ Rn×d and P ∈ Rn×p correspondingly. In
addition to the atom-level representation of G, Vs = {vs1 , ..., vsk} denotes the substructure set in which vsi ⊂ V , i.e. vsi is
a subset of atoms of the molecule.

C.2. Hierachical Learning on Molecules

Molecular property prediction is regarded as a graph-level learning task. We need to aggregate node embeddings into
graph-level vectors which are then fed to a classifier to make predictions on graphs. Specifically, a function f : V −→ Z
that maps the atom u ∈ V to a do-dimensional vector zu ∈ Z ⊂ Rdo should learn to produce atom-level representations.
Most existing graph neural networks compute the vector z = ζ({f(u)|u ∈ V}) that indicates a representation for the entire
molecular graph, where ζ can be sum, mean, max, or more sophisticated operators. For hierarchical learning, substructure-
level representations can be derived in addition to atom-level representations by aggregating node representations in the
same substructures as zs = ζ({f(u)|u ∈ vs ∧ vs ∈ Vs}). Instead of atom vectors, we aggregate the substructure vectors
to represent the entire graph, i.e. z = ζ({zs|zs ∈ Vs}). Finally, a classifier g given z as inputs is trained to predict the
molecular properties.

C.3. Transformers on Graphs

While GNNs learn node embeddings by leveraging the graph structure via local message-passing mechanisms, Transformers
disregard localities and directly infer the relations between pairs of nodes using only node attributes. In other words, the
node connectivity is not utilized in pure transformer-like architectures (Vaswani et al., 2017), reducing the graph conditions
to a set learning problem. Given a tensor of node features X ∈ Rn×d, Transformers compute three matrices including query
(Q), key (K), and value (V) via three linear transformations Q = XWT

q , K = XWT
k , and V = XWT

v . A self-attention
tensor (H) can be computed as follows:

H = softmax(
QKT

√
do

)V (18)

where Wq, Wk, and Wv are learnable parameters in Rdo×d, resulting in H ∈ Rn×do . Furthermore, each H in Eq. 18
denotes an attention head. To improve effectiveness, multiple {H}hi=1 are computed, which is known as multi-head attention.
All of the attention heads are concatenated to form a final tensor: Ho = concat(H1, ...,Hh), where h is the number of
attention heads. Finally, the output X′, i.e. new node representations, can be computed by feeding Ho into a feed-forward
neural network (FFN), i.e. X′ = FFN(Ho). It is easy to see that Transformers operating on inputs without positional
encoding are permutation invariant.

Positional Encoding As pure Transformer encoders only model sets of nodes without being cognizant of the graph
structures, positional or structural information between nodes and their neighborhoods should be incorporated into node
features. In particular, node positional representations can be added or concatenated with node features, resulting in
comprehensive inputs for Transformer-like architectures operating on graph-structured data.


