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Abstract
We consider the problem of antibody sequence
design given 3D structural information. Building
on previous work, we propose a fine-tuned in-
verse folding model that is specifically optimised
for antibody structures and outperforms generic
protein models on sequence recovery and struc-
ture robustness when applied on antibodies, with
notable improvement on the hypervariable CDR-
H3 loop. We study the canonical conformations
of complementarity-determining regions and find
improved encoding of these loops into known
clusters. Finally, we consider the applications of
our model to drug discovery and binder design
and evaluate the quality of proposed sequences
using physics-based methods.

1. Introduction
In recent years there has been rapid progress in tackling the
problem of protein folding: predicting the three-dimensional
structure of a protein based only on its sequence data. Ma-
chine learning methods have been shown to achieve new
standards of accuracy, often predicting complicated struc-
tures with experimental level accuracy e.g. (Jumper et al.,
2021; Baek et al., 2021; Lin et al., 2022).

De novo protein design can be described as an inverse fold-
ing problem: given a backbone structure with atomic coor-
dinates, what amino acid sequences will fold to this shape?
Solving this problem has implications in a range of impor-
tant applications in protein engineering, from the design
of novel enzymes, receptors and other biomolecules with
tailored functions, to drug discovery for efficiently explor-
ing binder designs that can target a specific protein’s active
site. It is also of high relevance in applications of certain
machine learning models, such as generative diffusion mod-
els. Residues are then often represented as non-specific
backbone nodes in the form of Cα atom coordinates and
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frame orientations such that a sequence needs to be de-
signed from the predicted structure (Watson et al., 2023; Lin
& AlQuraishi, 2023; Yim et al., 2023).

Inverse folding has historically been approached as an en-
ergy optimisation problem, using tools such as Rosetta
to search for combinations of amino acid identities and
conformations that result in the lowest energy for a given
structure (Alford et al., 2017). Recent advances in deep
learning have offered an alternative data-driven approach
which results in significantly faster and often more accurate
models (Ingraham et al., 2019; Strokach et al., 2020; Anand-
Achim et al., 2021; Jing et al., 2021; Hsu et al., 2022).

In this study, we consider the structured graph neural net-
work method used in the recent ProteinMPNN model (Dau-
paras et al., 2022) to build an antibody-specific inverse fold-
ing model. Antibodies, illustrated in Figure 1, are proteins
that play a central role in the adaptive immune system due
to their ability to bind to a wide range of pathogens. They
consist of two heavy and two light chains divided into do-
mains of approximately 110 amino acid residues, with the
N-terminal domains, called variable regions, each contain-
ing three hypervariable loops known as the complementarity
determining regions (CDRs) that make up the majority of
the antigen binding (Sela-Culang et al., 2013). We cre-
ate our model by fine-tuning on data from the Structural
Antibody Database (SAbDab) (Dunbar et al., 2013; Schnei-
der et al., 2022), as well as on paired sequences from the
Observed Antibody Space (OAS) (Kovaltsuk et al., 2018;
Olsen et al., 2022) using structures predicted by the ABody-
Builder2 model (Abanades et al., 2022). We show that our
approach provides state-of-the-art performance in predict-
ing the amino acid residues in the CDR loops, with notable
improvement in sequence recovery and designability for the
third CDR loop of the heavy chain (CDR-H3), the most
sequentially and structurally diverse loop and typically the
most important region for antigen recognition (Narciso et al.,
2011; Tsuchiya & Mizuguchi, 2016). We publish our model
weights to allow further downstream applications (Dreyer
et al., 2023).

2. Inverse folding with ProteinMPNN
We follow the recent approach introduced in the Protein-
MPNN paper (Dauparas et al., 2022), illustrated in Figure 2.
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Figure 1. Overview of an antibody structure and its domains.

This model is based on structured transformers using a mes-
sage passing neural network (MPNN) as the aggregation
function (Ingraham et al., 2019) with the addition of an
order agnostic decoding and edge updates in the encoder.
It aims to provide an autoregressive decomposition of the
distribution of a protein sequence s given a backbone 3D
structure x

p(s|x) =
∏
i

p(si|x, s<i) (1)

where p(si|x, s<i) is the conditional probability of the
amino acid si at decoding step i, and s<i = {s1, . . . , si−1}
refers to previously decoded residues.1 These probabilities
are parametrized using two components, an encoder that
computes node and edge embeddings from structural infor-
mation and a decoder that autoregressively predicts the next
decoded residue given the preceding decoded letters and
structural embeddings.

The backbone encoder takes as input distances between
atoms as edge features, along with an all zero node vector.
The node features are updated by the three-layer MPNN. In
contrast to Ingraham et al. (2019), ProteinMPNN also then
updates the edge features, before iterating through three
layers of encoders.

The input edge features consist of the distances between N ,
Cα, C, O, and virtual Cβ atoms of the 48 nearest residues
in Euclidean space, decomposed in Gaussian radial basis
functions. These inter-atom distance features are accom-
panied by a relative positional encoding in terms of the
one-hot encoded distance in primary sequence space of two
residues, with an additional token signaling whether they
are in different chains.

A key change of ProteinMPNN to the original structured
transformer implementation is the use of an order agnostic
decoding, i.e. at each step the next residue to be predicted
is chosen randomly among the remaining ones, with the
full context of previous predictions given on either side. Of
particular relevance for antibodies with defined framework

1Note that this is not the same as their index in the chain, as
residues are decoded in random order.

Figure 2. Schematic representation of the data processing steps
and model architecture.

regions, this allows effective inference on structures with
fixed regions where part of the sequence is known, which
can then be provided as context. The model is then trained
to minimize the categorical cross entropy loss per residue.

3. Training on antibody data
Here we train an antibody specific variant of ProteinMPNN,
which we will refer to as AbMPNN, that can predict valid
antibody sequences and achieve improved accuracy in the
variable region, notably for the CDR loops that determine
antigen specificity. We fine-tune the original ProteinMPNN
model weights on antibody data. We consider two different
datasets:

• Antigen-binding fragments in complex from SAbDab.
We filter the full database for antibodies in complex
with a protein antigen, and obtain 3500 complexes after
removing redundant fragments and filtering out those
with an experimental resolution worse than 5 Å.

• 147919 paired heavy and light chain variable re-
gions with unique concatenated CDRs from the OAS
database. These are not experimentally resolved struc-
tures and do not contain epitopes, as the OAS con-
tains only sequence data, but have been predicted using
ABodyBuilder2 and structures are available as part of
the ImmuneBuilder dataset (Abanades, 2022).

We use the North definition of CDRs throughout this
study (North et al., 2011). We fine-tune our model in two
steps: first through an initial fine-tuning on the OAS struc-
ture predictions, for which we have a large number of na-
tively paired heavy and light variable sequences modelled
by ABodyBuilder2. We then further fine-tune the model on
a small number of experimentally resolved antigen binding
fragments in complex. In both cases the model is trained to
predict the full variable domain, with the epitope given as
context in the SAbDab training.



Submission and Formatting Instructions for ICML-WCB 2023

CDRL1 CDRL2 CDRL3 CDRH1 CDRH2
Region

0

1

2

3

4

5

6
sc

R
M

S
D

ProteinMPNN
AbMPNN
native

CDRH3
Region

0

2

4

6

8

10

Model

20

0

20

40

60

80

In
te

rfa
ce

 e
ne

rg
y 

re
la

tiv
e 

to
 n

at
iv

e 
(k

ca
l/m

ol
)

ProteinMPNN
OAS only
SAbDab only
AbMPNN

Figure 3. Left: Comparison of the backbone self-consistency RMSD between the original backbone and the ABodyBuilder2 structure
predictions for the sequence obtained from ProteinMPNN (blue) and AbMPNN (red) as well as for the original sequence (purple). Right:
Difference in interface energy as calculated by Rosetta of the heavy and light chains between each model prediction and the native
sequence. The dashed line indicates a 5 kcal/mol threshold, and outliers are not displayed.

To filter the OAS antibodies, we first remove any dupli-
cate entries with identical concatenated CDR sequences.
For filtering the SAbDab antibody complexes, we remove
antibodies that have both an identical concatenated CDR
sequence and epitope sequences with greater than 90% sim-
ilarity by CD-HIT (Fu et al., 2012). Here the epitope is
defined as the residues in each antigen chain with backbone
atoms within 6 Å of the antibody backbone.

We next cluster the antibodies in both datasets using CD-
HIT at 90% similarity for the concatenated CDR sequences.
This results in 107961 clusters for the OAS dataset, and
1701 clusters for the SAbDab in complex dataset. Finally,
we split these into training, validation and test sets, with a
ratio of 8-1-1. To ensure that there is no pollution between
the OAS and SAbDab dataset, we ensure that any cluster
with a sequence in the SAbDab dataset that would have been
clustered into a OAS training or validation cluster is placed
into the SAbDab training set2.

We fine-tune our AbMPNN model starting from the original
ProteinMPNN model weights, first on the OAS dataset, then
on the SAbDab dataset. Both of these fine-tuning steps
use an Adam optimiser. We reduce the learning rate by a
factor of 10 if the validation loss does not improve for 10
epochs (5 for the OAS data), starting from an initial learning
rate of 5 × 10−4 for the OAS fine-tuning and of 10−4 for
the SAbDab training step. Each epoch consists of 1000
randomly selected antigen binding fragments.

2This corresponds to 50 SAbDab clusters before filtering for
resolution.

4. Designability and accuracy study
We now report on the results obtained from our fine-tuned
AbMPNN model, and analyze its accuracy and robustness.
For each model, we run inference to predict 20 variations of
the CDR sequences for 20 complexes from different clusters
in the SAbDab testset, using a sampling temperature of 0.2
at inference.

We start by studying the designability of sequences pre-
dicted by AbMPNN. To this end, we assess the self-
consistency of the model similarly to Trippe et al. (2022),
by giving the sequences as input to a structure prediction
model, in this case ABodyBuilder2, and compute the RMSD
between the original backbone and the predicted structure.
This is shown in Figure 3 (left), where the RMSD is shown
separately for each CDR loop. Here the self-consistency
RMSD for the original sequence is displayed in purple, and
provides a benchmark of how well a model can perform on
this designability test. The boxes show the first and third
quartile, with the median shown as a horizontal line, and
outliers3 indicated as dots. Both the original ProteinMPNN
model and the fine-tuned AbMPNN are shown, and we can
observe a clear improvement of about 20% on the median
RMSD of CDR-H3 for the fine-tuned model, with smaller
improvements visible for all other CDRs.

To further probe designability, we compute the interface
energy of the heavy and light chains of these structures
using Rosetta (Alford et al., 2017). The difference of the

3Outliers are defined as values more than 1.5 times the in-
terquartile range away from the first or third quartile.
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Figure 4. Left: Sequence recovery of the original ProteinMPNN model and of AbMPNN, shown separately for each CDR loop with the
mean value indicated by a white circle. Right: Fraction of mismatching conformations as predicted by SCALOP for CDR L1-3 and CDR
H1-2.

interface energy for each model with the structure predicted
from the native sequence is shown in Figure 3 (right), where
we also display intermediate models fine-tuned on only one
of the antibody datasets.4 Here we note that the antibody
interface energy improves after each fine-tuning step, with
our final AbMPNN model producing structures predicted
to be more stable than the original ProteinMPNN model.
Interestingly, 40% of AbMPNN sequences are within 5
kcal/mol or less of the original sequence interface energy,
compared with only 20.5% for ProteinMPNN, indicating
that the AbMPNN model is better at recovering light and
heavy chain residue contacts and generating stable heavy
chain - light chain dimers.

In Figure 4 (left), we show the proportion of correctly re-
covered residues across each CDR loop. A notable improve-
ment can again be seen for the fine-tuned model, with se-
quence recovery rates around 60% for the AbMPNN model
while the original ProteinMPNN model only has a recovery
rate of about 40% across CDR loops. Despite having a rela-
tively low RMSD with the input structure when predicted
using ABodyBuilder2, the sequences predicted by the origi-
nal ProteinMPNN model have significant differences to the
original antibody sequences.

We examine the conformations of the CDR loops. We
cluster the non-H3 CDRs into canonical forms using
SCALOP (Wong et al., 2018). Canonical clusters are built
from sequence space using position-specific scoring matri-
ces. The fraction of predicted sequences that do not match
the canonical form of their original sequence is shown in
Figure 4 (right). Here we observe a large improvement in
recovery of the correct canonical cluster with the fine-tuned

4For readability reasons, we do not display the ∼ 5% percent
of outliers with sometimes very large interface energy values.

AbMPNN model.

We consider the validity of the predicted antibody sequences,
by redesigning the full variable region of our previous test
set, this time including the framework region. We then an-
notate these sequences using ANARCI (Dunbar & Deane,
2015), a tool for numbering variable domains, and find
that while every sequence predicted by AbMPNN is recog-
nised as an antibody sequence, 33.2% of those predicted
by ProteinMPNN can not be annotated due to errors in the
framework region of either the light or heavy chain.

5. Conclusions
In this article, we have introduced an inverse folding model
specifically adapted to antibodies to predict their sequences
based on structural backbone information. This model fol-
lows the architecture of the recent generic protein model Pro-
teinMPNN, and is fine-tuned on experimental structures of
antigen binding fragments as well as numerical structure pre-
dictions of variable antibody fragments derived from the Ob-
served Antibody Space. We showed that with a few changes
and appropriate retraining, our AbMPNN model can set new
state-of-the-art benchmarks for designability and amino acid
sequence recovery, particularly for the hypervariable CDR-
H3 loop. We discussed the canonical forms of CDRs and
showed that a sequence-based conformational clustering
achieves excellent recovery of the original sequence cluster
for all available CDR loops. Antibody-specific inverse fold-
ing tools can provide a powerful approach to AI-driven drug
discovery, notably by improving designability and affinity
of existing binders, and as a final sequence recovery step for
de novo structural models (Watson et al., 2023). We release
the weights of our model to allow for the use of this work
in other downstream applications (Dreyer et al., 2023).
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